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Abstract

Mathematica is great in solving analytically linear differential equa-
tions. It is also a good companion for computing numerical solutions
to non–linear equations. We attack the reduced–gravity, shallow–water
equation (RSE) problem. We compare the analytical solution to our
problem without friction to the numerical solution obtained either with
Mathematica or via Matlab. We exploit Mathematica ability in solving
systems of non-linear Ordinary Differential Equations, on the way to iden-
tify some analytical solution to RSE when friction is non-negligible.

1 Introduction
Geophysical frontal vortexes are frequently observed in the ocean (see, e.g.,
McWilliams 1985; Olson 1991). Figure 1 shows an example of such phenomena,
i.e. gulf stream rings.

They are believed to play a fundamental role in different oceanic phenom-
ena like, e.g., those related to the transfer of physical, chemical, and biological
properties across frontal regions (see, e.g., Saunders 1971; Cheney et al. 1976;
Armi and Zenk 1984; Joyce 1984; Olson et al. 1985; Dengler et al. 2004), to
the formation and transformation of water masses (see, e.g., Gascard et al.,
2002; Budeus et al., 2004), and to the downward propagation of wind generated
near-inertial waves (Lee and Niiler, 1998; Zhai et al., 2007). This extraordi-
nary large relevance explains why, in the last decades, oceanic frontal vortexes
have been deeply investigated experimentally, analytically and numerically (see,
e.g., Csanady, 1979; Gill, 1981; Nof, 1983; McWilliams, 1985, 1988; Rubino and
Brandt 2003; Rubino et al. 2002).

Figure 2 shows sketches of typical ocean rings. In this paper, the dynamics of
non-stationary, nonlinear, axisymmetric, warm-core geophysical surface frontal
vortexes affected by Rayleigh friction (called also “pulsons”) is semi-analytically
analyzed using the nonlinear, non-stationary reduced-gravity shallow-water equa-
tions Figures 3, and 4 show the first layer of a pulson, and its cross-section,
respectively.
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Figure 1: Satellite image of gulf stream rings.

Figure 2: Ocean ring sketch.
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Figure 3: View of a circular pulson
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Figure 4: Cross section of a circular pulson.
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2 Modeling
Assuming circular symmetry, the nonlinear, reduced–gravity, shallow-water equa-
tions for a rotating system in polar coordinates are
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We aim at computing solutions that represent circular, frontal, warm–core
eddies, displaying suitable velocity field and shape

νθ = −
n∑
i=1

Li r
2i−1, νr = Kr, h =

2n−1∑
i=0

Ai r
2i.

By substituting the assumed velocity field and shape, when n = 1 we obtain
the non–linear system of Ordinary Differential Equations (ODE) describing the
circular pulson

dL1

dt
+ 2K L1 − f K + sL1 = 0,

dK
dt
− L2

1 +K2 + f L1 + 2g′A1 + sK = 0,

dA0

dt
+ 2KA0 = 0,

dA1

dt
+ 4KA1 = 0.

Analytic solutions
{K(t), L1(t), A0(t), A1(t)}

to this system of ODE are available when s = 0 (see e.g. Rubino et al. 1998),
numeric solutions can be computed for any (reasonable) s value, when suitable
initial conditions are set.

For a given pair of parameter values, f̄ , ḡ′, assume suitable, physic initial
conditions I were set, which give a well-conditioned ODE system.

When s = 0, we have a P–periodic, analytic solution. P ' 70,168 seconds
is called the “inertial period”.

Figure 5 shows a plot of log10 of the modulus of the four components in the
analytic solution of our system, for appropriate initial conditions. Note that all
components of the solution are periodic, with inertial period P ' 70, 167.

By using NDSolve, we can compute the corresponding numeric solution.
Analytic and numeric solutions well match. For each entry z(t) in the solution,
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Figure 5: Plot, log10|analytic solution|, s = 0.
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Figure 6: log10 of the modulus of the numeric solutions by Matlab ODE solvers,
low (default) accuracy.

let z̃(t) the corresponding numeric solution. Let us consider the L2 error

ez =

√∫ P

0

(z(t)− z̃(t))2 dt.

The accuracy of Mathematica numerical solution is summarized below:

eK = 2.00002× 10−9, eL1
= 9.68456× 10−11,

eA0
= 6.00225× 103, eA1

= 1.02564× 10−11.

Using the built-in function ToMatlab, one can easily export our ODE system
into a Matlab code.

Figure 6 shows plots by using two Matlab solvers, i.e. ode45 and ode23,
and default package tolerances RelTol = 1e-4, AbsTol = 1e-4. The numeric
solution clearly differ from the analytical solution, shown in Figure 5.

By setting lower tolerance values RelTol = 1e-14, AbsTol = 1e-14, better
plots are attained, as confirmed by Figure 7.
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Figure 7: Analogous to the previous Figure, when high accuracy is required.

Package eK eL1
eA0

eA1

Matlab 1.94e-03 6.70e-05 2.25e+04 8.88e-06
Mathematica 2.00e-09 9.68e-11 6.00e+03 1.03e-11

Table 1: Numeric errors.

Table 1 summarizes the the L2 errors raised by Matlab’s ode45, when high
accuracy is set, and by Mathematica, standard NDSolve. By inspecting the
Table, one can see that Matlab ode45 solver gives higher errors respect to
Mathematica one.

We exploited three Matlab solvers: ode45, ode23, ode15s. Error behaviors
similar to those in Table 1 were obtained.

3 Work in progress...
Let us assume now s > 0. Analytic solutions are not available.

For a feasible s = 10−5 value, the numeric solution by Mathematica is shown
by Figure 8, in the interval 0 < t < 8× P .

Note that our ODE system S has four unknowns, K, L1, A0, A1.
The third equation can be decoupled, hence we obtain a 3–unknowns, K,

L1, A1, non–linear ODE system, S′. In the sequel, we deal with this reduced
system.

Our computations were performed in batch–mode on a 2.30 GHz HP ProLiant
DL560 Gen8, with 256 GB RAM.

3.1 Changing parameters
Any attempt to solve our ODE system by DSolve, when s 6= 0, returned uneval-
uated.

Let us play with parameters g′, f , in order to obtain a “simpler” (non–linear)
ODE system.

By setting g′ = ḡ′ 6= 0, f = 0, DSolve returns an unevaluated command.
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Figure 8: Non-zero friction, log10 of modulus Mathematica numeric solution.

By setting g′ = 0, f = f̄ 6= 0, DSolve timed out.
By setting g′ = 0, f = 0 values, the ensuing system S′ is non-linear, and

Mathematica finds four, complex solutions, labeled S1, S2, S3, S4, which depends
upon constants C1, C2, C3.

In order to compare these analytic solutions to numeric ones, we must impose
our given initial conditions

I = {K(0) = K0, L1(0) = L1,0, A1(0) = A1,0}.

One must solve the conditions I upon C1, C2, C3, by considering either so-
lution S1, or S2, or S3, or S4.

By using Reduce on the system I,

• when Solutions 1, 3, and 4 are considered, False is obtained,

• when Solution 2 is exploited, an expression is computed.

Hence we focus on Solution 2.
In the sequel, any reference to “the” solution of our ODE system, applies to

S2, and “the” system I is the one attached to this solution.
In order to get real components in the solution given by Mathematica, by

careful analysis one is forced to assume C1 = 0. By some (non standard, hand–
made) simplifications, a solution depending upon C2, C3, with two real com-
ponents, one pure imaginary is the best one can find. We conclude that the
given analytic solution is a useless, non–physic solution, which cannot match
our initial conditions.

4 Conclusions
We analyzed the accuracy of Mathematica and Matlab numeric solutions to
a non-linear system of ODE, by comparing with a known analytic solution.
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We found that Mathematica seems more accurate than Matlab, at least when
attacking the ODE system by a naive approach.

We tried to analytically solve the non-linear system of ODE when non-zero
friction is active. Mathematica was able to find some analytical solution to
a “simple” non-linear instance. Unfortunately, such solutions have no physical
significance.
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